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Introduction
In the last decade, CXOs of enterprises participated 
in the race to migrate onpremise applications to the 
cloud with a focus on cheaper, faster, and more elastic 
alternatives. Specifically in the data architecture, 
customers are breaking down silos and improving 
governance and security by unifying their data lakes 
and existing data warehouses. Today, CXOs find 
themselves leveraging the cloud for a wide range of 
activities: build new business frotiers, modernize its 
workforce, improve existing processes, and lodge the 
organization at the forefront of emerging technology. 
Specifically in the management of data lakes, cloud 
migrations are followed by rapid modernization to 
scale with organizational demands and increase the 
speed of delivery.

The main target of data lake modernization is to get 
more scalability and flexibility without the challenges 
to procure and manage expensive infrastructure 
with limited human resources. This achieves cloud-
nativeness, including its benefits such as managed 

services in the cloud, managed data warehouse, 
data pipelines, dataflow, analytics involving AI/ML, 
data governance, and enhanced security. This is also 
deemed as the most cost efficient model. With a fully 
modernized architecture, an organization achieves 
maximum cost efficiency, elasticity, and satisfaction 
of user demands.

The practice of Cloud FinOps has also emerged as a 
critical component to business value maximization 
for business and technical leaders. Cloud FinOps 
enables enterprises making significant investments 
in cloud ability to identify and manage its consumption 
and finances in order to make the right economic 
decisions. Customers have achieved strong results 
through employing FinOps for Data Lake optimization, 
and have coupled it with Deloitte’s Cloud FinOps 
Model to manage end-to-end cloud transformations. 
This whitepaper dives into two key elements of data 
lake modernization:

A tested-and-proven methodology to help drive and align an organiza-
tion to a balance between client delivery, technological innovation, and 
the continued effort to manage cloud cost (for organizational leaders).

A step-by-step view into data lake cost optimization by migration 
stages (for our technical readers).

3



Deloitte Cloud FinOps  
Framework

Google Cloud journey - 
Cloud data lake maturity

A repeatable process to continuously evolve and optimize your cloud application as it scales and modernizes

A repeatable process to continuously evolve and optimize your cloud application as it scales and modernizes

MOVE

LIFT AND  
SHIFT

LIFT AND  
DE-COUPLE

LIFT AND  
RE-ARCHITECT

LIFT AND  
TRANSFORM -  

CLOUD NATIVE

TRANSFORM INFORM OPTIMIZE PLAN RUN

A national bank client utilizing data lake as part of their custom banking application is receiving cost pressures 
and partners with their FinOps team to evaluate migrating some on-premise data architecture into the cloud. In 
their consideration, the Product team may recognize their application has a reliance on integrating with several 
third-party market applications, which may not be compatible with cloud native services. From there, the Product, 
Finance, and Engineering teams determine the best path forward in the transform stage is Lift and Re-Architect. 
From there, the Finance team may evaluate current cost against the cost of the determined target architecture 
and come to more granular decisions on various application components. The Engineering and data governance 
teams may also justify increasing cloud spend on managed services to improve data security.

Example
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Want to learn more 
about FinOps?
To better manage cost in parallel with modernization strategies, we can take advantage of the repeatable
Deloitte Cloud FinOps Model

To learn more about how to stand up a FinOps organization, reference this Google whitepaper: Maximize Business 
Value with Cloud FinOps

For a quick summary, learn more about the FinOps model on this 14-minute podcast FinOps: It’s how to bring 
cloud costs under control
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Data lake cloud financial
management framework
The adoption of cloud introduces new complexity 
into IT financial management that can be difficult to 
navigate through traditional processes. To provide 
spend transparency, keep costs in check, and gain 
the expected ROI on relevant cloud investments, many 
organizations have shifted to a co-responsible cloud 
financial management model between Executive 
sponsors, Engineers, FinOps Practitioners, Operations, 
Finance and Procurement. More information can be 
found on each FinOps persona, its relative objectives 
and responsibilities in the FinOps Personas article here.

In the Cloud FinOps framework to follow, we  
will explore a collective success measured across 
strategic, technical, and operational metrics. 
Whether an organization is assessing the feasibility 
of data migration to the cloud, in the early stages of 
data lake migration, partially operating a data lake 
within the cloud, fully operating a data lake in the 

cloud, or in the process of scaling and modernizations, 
a consistent optimizing process can be helpful. The 
Deloitte Cloud FinOps Model is a repeatable process 
to guide various FinOps personas to collaborate and 
align financially and operationally as they move 
towards the next phase of data modernization.

There are 6 vital, repeatable steps which various 
FinOps personas (Executive sponsors, Engineers, 
FinOps Practitioners, Operations, Finance and 
Procurement) can follow to drive optimization as a 
team. While cost optimization is the goal, this holistic 
framework envelopes various integration points 
including organization transformation, data-enabled 
decisioning, and operational alignment to enable 
Cloud Business Transformation.
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What will data
lake in the cloud
cost? And how
much will we

save by 
migrating to 
cloud-native

services?

Drive the
business case

to evaluate
how costs of

migrating to the
cloud would look
like at the various
phased migration
stages to identify

the optimal
migration strategy.

What’s our data
lake strategy for
transformation?

Identify all
the ways your
organization

and product can
be transformed

operationally and
financially with

an updated data
lake architecture.
Align branding,

marketing, talent,
and recruiting
as needed to
support next

phases.

To operate this
data lake, what

are we currently
spending?

Establish data
structures,

cost tags, and
reporting to
allocate data
lake spend to

the proper
departments. This

will encourage
accountability,

and enable realtime
decisions
across the

organization.

How should we
operate our data

lake on GCP 
more efficiently?

Establish the tools
and operational

processes needed
to continuously
optimize data

lake cloud
spend. Drive
consumption

efficiency
through informed

decisions.

How will our
data lake cost
change over

time? Are there
high periods/ 
low periods?

Build the
capabilities

needed to predict
supply and

demand to help
scale your cloud

data lake.

How do we
operate our 

cloud data lake 
more efficiently 
in the long run?

Sustain a system
where both

business and IT
can continuously

stay informed
on application
cost, identify
optimization

opportunities,
and create
operational
alignment.

These 6 steps are a repeatable process to help organizations continuously 
drive optimization and modernization of cloud data lake

Move Transform Inform Optimize Plan Run
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The 6 steps listed in the FinOps framework above 
can be repeated throughout the lifetime of cloud 
application management. The key to success is close 
collaboration between members of Finance, Business 
(Product), Engineering, Operations, Procurement, and 
Talent teams. To drive partnership and alignment, a 
centralized FinOps organization can be created with 
personas from each team.

In the Move stage, the centralized FinOps organization 
drafts and validate a business case to justify the 
move, whether it is migrating an application from 
on-premises data center into the cloud, or in many 
cases, migrating a labor-intensive application component 
to cloud managed services. With guidance from Deloitte 
experts, the organization’s FinOps team can model 
various migration scenarios to better understand the 
cost to achieve. 

From there, an organization’s FinOps team may decide 
on a phased migration approach based on their  budget, 
resource capacity, and expertise required. Lifting the 
application and immediately rearchitecting to a 
cloud-native state is simply unfeasible due to the 
budgeted talent acquisition pipeline and the massive 
tech debt that will be added to the current product 
roadmap. Through a careful evaluation using the 
Deloitte FinOps Model, the organization was able to 
collectively align on a cloud migration strategy. 

In the Transform stage, the organization may evaluate 
all the components required for a successful migration. 
Are there governance and processes that needs to be 
updated in advance? Is there an asset and software 
management structure that can be applied to the 
cloud? Are there existing tag structures that can aid 
in cost reporting? If new features are being released 
at the end of a data lake migration, is there a need 
to align customer success and marketing efforts? 
Extensive planning is done, and a timeline is formed 
and communicated to the wider organization. In the 
Transform stage, Deloitte experts support the client 
in end-to-end transformation strategies to drive success. 
Once the data lake is completed, we move onto the 
inform stage.

In the Inform stage, the team builds reports and 
dashboards to support making real-time, informed 

decisions. This enables accountability and aligns the 
organization on the budget and spend. Additional 
alerts and monitoring tools may be set up where 
necessary, and thresholds for key metrics are discussed 
and set by the team. More mature organizations may 
track unit cost and other granular metrics.

In the Optimize stage, as spend increases with 
migration and rearchitecting is in progress, the FinOps 
organization may gain enough insights to identify 
areas for optimization. This can include waste 
management, purchase tactics (commitments and 
discounts), cloud consumption optimization, and 
tech stack and application changes. At this stage, 
the organization mature tools and processes to 
continuously optimize spend. 

With improved processes in managing and optimize 
cloud spend, an organization moves into the Plan stage. 
At this stage, the organization leverages the updated 
reporting data gained in the Inform and Optimize 
stages, and work to build the capabilities to accurately 
predict supply and demand for cloud services. 

Finally, the organization runs with the new, refined 
structure for a period. This is the Run stage. However, 
it is not the end of the FinOps stages. The FinOps 
Management process is repeated over the lifetime 
of cloud management. For example, part of the 
identified solution in the Optimize stage may be 
to migrate a monolithic application to a microservices 
model, which may lead to the Move stage again where 
we form a business case for this migration, which 
leads to evaluation of all the components required 
for a holistic transformation in the Transform stage. 
The process can be leveraged repeatedly over the 
lifetime of cloud management. 

Behind the many-pronged Deloitte FinOps Model, 
there are also cost elements specific to cloud usage 
that can be evaluated. In the next section, we will 
explore the areas of considerations and related cost 
optimization approaches in each of the six steps in 
the Deloitte FinOps model.
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Cost optimization 
considerations and approach
In the co-responsible model of cloud migration, tasks can be completed in each stage to allow for mutual 
planning and management of cloud cost. In the section to follow, we will provide an overview of the considerations 
and related approach.

In practice, cost optimization is not a linear journey. 
Many evaluation points are needed to inform next 
steps in decision making. In many cases, due to data 
security and compliance requirements bounded by 
business contracts, certain infrastructures must remain 
on premise. Regardless, the Cloud FinOps model can 
help bring together different FinOps personas to drive 
decisionmaking and align on a holistic method of 
business transformation.

Stage Areas of considerations Related cost optimizing approach

Move 3rd party vendors with licensing cost
Regional availability of data lake services
Speed requirements
Platform agility and scalability to keep up with
additional business requirements incl.
platform performance
Potential business disruption during move

Compare 3rd party vendor services with licensing cost vs. cloud-native
service alternatives
Investigate and identify agility and scalability requirements
Consider tactical vs. strategic design in setting up environments
(Managed Services vs. IaaS)
Decide on infrastructure and cost of related geographical locations
Consider business resilience and operational efficiency as a benefit for
using managed services

Transform Common areas of improvement (speed, reliability) on
current architecture
Should the company use PaaS or SaaS?
Number of active environments
User requirements
FinOps structure

Develop your own codes atop virtual machines, versus using Managed
Services to reduce Ops overhead
PaaS v SaaS to complete Data Lake architecture
Evaluate current FinOps structure to identify owners of cost optimization 
of data lake infrastructure

Inform Service usage logs
Service owners list
Fluctuations in cost
User list

Identifying high consumption users/ jobs, identify what could be
done differently
Set up logs and consumption alerts
Decide on project size for optimal cost efficiency (50 GB/project FREE)

Optimize Pricing Model
VM Utilization
Variable Cost
Idle Resources/ User accounts

Identify variable cost (storage, networking)
Identify idle resources
Sample variable Cost Services
Storage (Class)
Dataflow (per-second billing)
Data Fusion (per minute billing)
Dataproc (per minute billing)
BigQuery (per minute billing)
Consolidation of services across regions, lines of businesses

Plan Pricing Model
Future forecast and budget
Opportunities for enhancements/ improvement
Any inefficiencies in current operations
As the size of the user population increases, should
there be a transition to a different service?

Identify services with a per-user cost
Determine strategy to determine who requires a user license
Exist third party services with per user monthly subscription fee:
Dataprep
Number of jobs ran
Types of jobs ran
Amount of data transfer with each job

Run Long-term operational efficiency
Establish periodical well-architected
framework review

Engage FinOps Architects to review architecture for cost
optimization opportunities
Consolidation of services across regions, lines of businesses

Over the last decade, more organizations have aimed 
to modernize their existing cloud architecture and opt to 
achieve an ideal state. Depending on an organization’s 
palate for cloud-nativity, organization leadership can 
also reference the 4 stages of GCP Cloud Data Lake 
modernization in the next section to drive a phased 
migration approach towards cloud naturalization.

9



Data lake architectural 
cost optimization
Modernizing a data lake is not a straightforward 
process; there are several moving parts all serving 
different purposes. This creates a situation where 
various target architectures are possible, depending
on the level of disruption an organization is willing 
to withstand. So, what is the organization’s target in 
improving an existing process?

Indeed, an organization with a pressing need to leave 
its data centers may choose to start with a quick Lift 
and Shift where a data lake is migrated as-is into the cloud, 
with little to no changes to architecture. Immediately 
following lift and shift is the Lift and De-couple stage. 
In this stage, storage and compute are decoupled to 
take advantage of the cloud’s elasticity and efficient 
storage costs. Most commonly, after the lift and shift 
and lift and decouple stages, CXOs collaborate in iterative 
waves to move towards more managed and modern 
solutions. At the other end of the spectrum, CXOs with 
the budget and time may want to reach the most 
modern and agile state for their data platform as soon 
as possible to match their data analytics ambitions, 
and depart from the Hadoop ecosystem without any 

Depending on an organization’s palate for disruption 
and level of risk involved, Google has defined 4 stages of 
data lake modernization: lift and shift, lift and decouple, 
lift and re-architect, lift and transform. Each stage can 
be a destination in itself, or as incremental steps 
towards a more holistic transformation.

detours. In these cases, an organization may consult 
industry experts for an assessment of the current 
state of the organizations’ human capital, operational 
processes, applications and infrastructure. The experts 
will then collaborate with various stakeholders in 
the organizations to identify a critical path towards a 
target state architecture. This method helps to drive 
a more holistic transformation project towards Cloud 
Native architecture. As a middle-ground, the Lift and 
Re-architect approach allows for organizations to unlock 
the cloud’s value as fast as possible by porting their 
current developments on modern managed services. 
This minimizes the disruptions both on the technological 
and people sides while setting the platform up for a 
more ambitious transformation as a second step.

On premises Vendor 
distribution installed 
on traditional 
infrastructure. Tightly 
coupled compute 
and storage. Closely 
controlled. Inflexible.

Minimize disruption
IaaS enables greater
elasticity and Cloud-
based DR/BC strategy. 
New use cases, such 
as data exploration 
without impacting the
production data lake.

Optimize Cloud Storage
decouples compute and
storage on multi-tenant
clusters for increased cost 
economics, HA/DR, and 
positioning for next Phase.

Re-architect Workloads 
previously hosted on 
multi-tenant clusters 
are evaluated and moved 
to Cloud Dataproc 
clusters. Typically clusters 
are scoped to specific 
jobs and spin-up, spin-
down as needed.

Cloud Native or 
naturalized Maximal 
use of managed services, 
IaaS where required. 
Managed data warehouse, 
data pipelines (Composer). 
Data lake spans Cloud 
Storage and BigQuery.
Heavy emphasis on 
the use of Dataflow 
for ELT/ ETL, BigQuery 
for Analytics, and AI 
Platform for ML, etc.

Current Lift and Shift Lift and De-couple
Lift and 
Re-architect Lift

Lift and Transform 
Cloud Native
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In general, CXOs will be content to start with the middle ground of a lift and re-architect approach. This approach 
allows the organization to leverage their existing pipelines and investments, while still benefiting from the ease 
of use and efficiency of cloud managed services (e.g., serverless spark).

Experience has taught us that there is no single best scenario across all organizations 
as business requirements, compelling events and objectives may vary. However, identifying 
the best approach through a structured discovery within an organization’s context 
is key to maximizing the value of cloud modernization within the boundaries of set 
budget and timelines.

Migration strategy

Lift and shift
•	Minimize the risk of migration
•	Resource reorganization opportunity
•	Improved elasticity
•	No “double run” - on-perm and cloud

•	Further reduced cost with GCP native ETL and nalytics services
•	Shortened transformation gap by GCP accelerators and existing usage of
Apache technologies

•	Minimal impact on the existing pipelines
•	Tremendous storage savings
•	High availability and scalability
•	Reduced operational effort

•	All benefits from Life and Decouple
•	Eliminated effort in establishing and managing security, logging, monitoring,
authentication, authorization, software management, and resource provisioning
•	Customizable computing resources
•	Agile pricing model with no licensing cost

Lift and De-couple

Lift and Re-architect

Lift and Transform - Cloud Native

Incremental benefits
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The following chart, built from the aggregated learnings from dozens of such projects on GCP, can provide a 
frame of reference for business value impact in Hadoop cloud migration considerations.

To help illustrate this, we will focus on a detailed Case study in the following sections of this whitepaper, 
providing a more thorough analysis of the financial gains as well as the business value relative to each stage of 
this transformation journey.

Hadoop phased migration journey
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Initial assumptions on-premise 
data lake architecture
As a starting point of this exercise, take into consideration the following common, on-premise data lake architecture:

Furthermore, to aid in the quantitative evaluation 
of the total cost of ownership (TCO) benefits at each 
scenario, this paper presumes the following for this 
data lake use case:

•	4.5 TB of new data daily, coming from 200 different
sources, for a total of 9 PB stored
•	300 nodes running 1.2M jobs monthly on the
prod environment

•	Around 1000 “analysts” using the platform directly,
thousands more business users through BI tools. 80
experts are running the platform
•	80+ API called xxxM of times every month by front
ends and users
•	Monthly on-premise costs are around $650k
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Cost comparison by migration strategy

Here is the summary of the cloud costs of this Datalake example for each of the described scenarios. Each scenario 
will be illustrated and explained further in the following sections of this paper. We will cover the reasoning and 
expected value of each, as well as provide iterative architecture examples of this modernization journey.

GCP Service First scenario:
Lift and Shift

Second scenario:
Lift and De-couple

Third scenario:
Lift and Re-architect

Fourth Scenario:
Lift and Transform -

Cloud Native

GCE Hadoop/Spark $437,874 $157,074

GCE Worker Hive 2/LLAP $127,994

GKE Elastic $5,438 $7,796 $7,796 $7,796

GKE Cassandra $12,103 $5,438 $5,438

GKE Kafka $6,342 $12,103 $12,103

GKE NiFi $700 $6,342 $6,342

Cloud SQL PostgreSQL $93,750 $700 $700 $700

Licenses $74,750 $9,750 $6,250

Cloud Storage Regional $40,842 $40,842 $40,842

Google BigQuery $97,020 $97,020 $124,020

Dataproc $134,091 $67,046

BigTable $12,238

Pub/Sub $7,200

Data Fusion $7,526

Cloud Composer $967

Network $195 $195 $195 $195

Total $692,193 $402,311 (42%) $314,329 (55%) $274,831(60%)

$ eligible for CUD[1] $222,297 $178,093 $105,128 $59,374

With 1 year commit 
CUD[1] $609,943 $336,417 (45%) $ $275,431 (55%) $252,862 (59%)

With 3 year commit 
CUD[1] $581,044 $313,264 (46%) $261,765 (55%) $245,144 (58%)

Monthly Price (% Savings compared to Lift and Shift (IaaS))
[1] CUD - Committed Use Discount
[2] Based on GCP Pricing Sheet as of 01-27-2023
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First scenario: Lift and Shift
Building Hadoop on Infrastructure as a Service (IaaS) 
may offer more benefits than is apparent at first. 
In the lift and shift scenario, an organization is 
purchasing IaaS. Four main benefits are realized 
when an organization lifts and shifts an existing 
onpremise Hadoop ecosystem, especially where 
vendor services are installed on virtual machines 
(VMs), into the cloud. 

ONE. First, an organization can minimize the risk of 
migration by keeping what has worked in the past and 
continuing to maintain those working elements in the cloud. 
This includes critical components such as authentication, 
access control policies, and audit mechanisms.

TWO. Secondly, an organization can break down 
monolithic multi-tenant clusters and begin to provision 
built-for-purpose clusters. This is especially helpful for 
demanding work groups that can take advantage of 
resource organization functionalities in GCP, and benefit 
from more flexibility in dynamically sizing these clusters.

THREE. Thirdly, organizations can gain elasticity through 
vendor distributions. Ambari and Cloudera Manager 
supports adding and removing nodes from clusters. 
That means, the cloud data lake can further scale up 
and down using vendor tooling. This can also signal 
the start of Kubernetes-based resource management, 

which has become the standard for most of the 
traditional OSS components. Furthermore, GCP offers 
managed services to host Kubernete clusters through 
Google Kubernetes Engine (GKE).

FOUR. Lastly, once the cluster is migrated to the cloud, it 
becomes far easier to begin refactoring and modernizing 
individual components which may require urgent 
attention. Furthermore, lift and shift to take immediate 
advantage of Infrastructure as a Service (IaaS) can 
generate additional value without having to consistently 
maintain a “doublerun,” where cloud, infrastructure, 
and operational costs are incurred in parallel between 
both active on-premise and cloud environments. 

Of course, there are also downsides to utilizing the 
cloud solely as IT infrastructure. In the lift and shift 
stage - complete migration of a sizable data lake from 
on-premise data centers into Hadoop Distributed File 
System (HDFS) storage on persistent disks can be 
very expensive in the cloud. This is because Hadoop 
requires data on HDFS to be replicated to increase 
data availability. Even though a persistent disk is more 
robust than an on-premise disk drive, Hadoop still 
requires the data to be replicated to avoid data 
disruptions should a node fail to run. Therefore, the 
cost of Hadoop on pure IaaS is much higher than 
other approaches during its lifetime.
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Second scenario: 
Lift and De-couple
In the lift and decouple stage, the goal is to sustain the existing hadoop distribution, components and pipelines, 
while focusing on the optimization of the lowest hanging fruits.

The main updates include a replacement of the HDFS storage layer with Google Cloud Storage (GCS) and a migration 
from Hive/Impala to BigQuery as follows:

As a replacement for HDFS, Google Cloud Storage can 
be natively leveraged by Spark and Hadoop with very 
minimal impact on the existing pipelines as long as the 
file hierarchy is closely mirrored. 

These minimal changes, however, come with tremendous 
storage savings. Traditionally, storing files on persistent 
disks in the clouds costs around $0.04/gb/mo. In the 
scenario of Hadoop data lakes, organizations also need 
to take into account every file is replicated about 3 times 
across the cluster; this means, the cost is $0.12 per 
month for every gigabyte of useful data.

Post migration to GCS, organizations generally see a 
savings of $0.10 per month per gigabyte because it 
costs only $0.02 per gigabytemonth to store data in 
the Standard Regional bucket. In this scenario, data 
is safely replicated across various availability zones 
within the region provisioned, or replicated across 

regions should data be stored in multi-regional or 
dual-regional buckets. In any case, an organization 
pays only once for the original copy of data.

This amounts to 5-6x division of an organization’s storage 
costs, with the same functionality and stability plus 
additional geo-redundancy and durability (99.999999999%), 
as well as unlimited scaling. In addition to migrating 
from HDFS to GCS, costs can be further reduced by 
implementing Object Lifecycle Management rules. This 
service helps to store data at the correct storage tier based 
on usage patterns, without any API or performance 
discrepancies across storage tiers. Unlike other cloud 
providers, GCS is a homogeneous product, which means 
storage tiers will only impact billing, notperformance. 
As such, rarely accessed data (e.g., once a year) can be stored 
in a Coldline storage bucket while data accessed every 
couple of months can be stored in a Nearline storage 
bucket to optimize storage costs without performance impact.
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Another key update in the lift and decoupled architecture 
is the replacement of the SQL processing layer (usually 
a version of Hive or Impala) with Google BigQuery. 

Since many file-based SQL processing engines share 
a common origin with Google services like Dremel, there is 
an unsurprisingly high level of compatibility between 
Hive and BigQuery semantics and modeling best practices. 
As such, the existing data model can be sustained 
through American National Standards Institute (ANSI)-
compliant SQL, including nested and repeated fields 
as well as partitioning strategy.

Where things may differ however will be in the 
performance of the migrated jobs, for both batch ELT 
jobs in SQL and interactive SQL queries where BigQuery 

can reduce the run time of common queries from 
minutes to seconds.

Such scale of performance enhancement directly 
impacts the analysts’ and business users’ productivity 
and satisfaction with the platform. Moreover, as a 
fully auto-scalable and serverless engine, the burn 
to operate BigQuery is simultaneously relieved 
from the Data Engineering team, which will see less 
time spent on managing autoscaling, concurrency, 
performances and stability. This will enable the team 
to spend more time on developing new pipelines, 
configuring ingestion of new data sources, and 
overall improves the speed of delivery as well as 
the level of autonomy of the wide range of users 
interacting with the platform.

<1 mo 1-3 mo 3-12 mo >12 mo

>12/yr Standard Standard Standard Standard

4-12/yr Standard Nearline Nearline Nearline

1-4/yr Standard Nearline Coldline Coldline

<1/yr Standard Nearline Coldline Archive

Access
Frequency

Retention Period
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Third scenario: 
Lift and Re-architect
Following lifting and decoupling, the third stage is to lift and re-architect. In this stage, the main goal is to migrate 
the existing Hadoop and Spark workloads out of the vendor distribution and onto Google Cloud’s license-free 
managed service Dataproc, while continuing to benefit from savings incurred in the lift and decoupling scenario:

By migrating existing Hadoop and Spark workloads to 
Dataproc, organizations can realize the benefits of GCP 
without disrupting the existing code base, engineer 
skills and prior investments. Dataproc supports leading 
versions of the most popular open source tools in the 
Hadoop ecosystem. Furthermore, Dataproc allows for 
customizations by specifying initialization actions at cluster 
creation, and adding custom images to mirror the 
organization’s previous ecosystem as closely as possible. 

In cost optimization, we can see 3 main advantages 
in rearchitecting.

ONE. First, the build and operational burdens to set up 
and manage fine-grained security, logging, monitoring, 
authentication, authorization, software management, 
and resource provisioning is offset by the integration 
of managed services such as Cloud Operations, IAM, 
Dataplex, and Dataproc.

TWO. Secondly, Dataproc makes it exceptionally 
easy to spin up dedicated and ephemeral clusters 
for each workload, tailored closely to the computing 
needs. Beyond performance, governance and resource 
access concurrency issues it solves, this means an 

organization will only incur costs when the virtual 
machines are spun up during a job run. With on-premise 
infrastructure, many organizations have had to provision 
their data lakes to handle peak daily usage, resulting 
in many clusters having less than 30% average utilization 
on the daily. By paying for only what an organization 
has actively utilized will incur massive savings. Dataproc 
Serverless makes this even more efficient for ad-hoc 
or analytics workloads.

THREE. Lastly, Dataproc is a license-free service. What this 
means is Dataproc’s technical agility is represented 
in its pricing model, which is entirely dependent on 
an organization’s needs. It can and will evolve with the 
organization’s needs and changes over time. Additionally, 
if an organization identifies a subset of cloud processing
power that will always be needed in the upcoming 
year(s), there is the option to leverage Committed 
Use Discounts for additional discounts. A more thorough 
analysis of the economic advantages of Dataproc was 
documented by ESG in a publicly available whitepaper. 
Beyond lifting and re-architecting, organizations may 
consider managed ingestion solutions in the next 
stage, to achieve true cutting-edge operational excellence 
via additional cloud-native services.
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Fourth scenario: Cloud 
Native - Lift and Transform
Following lifting and decoupling, the third stage is to lift and re-architect. In this stage, the main goal is to migrate 
the existing Hadoop and Spark workloads out of the vendor distribution and onto Google Cloud’s license-free 
managed service Dataproc, while continuing to benefit from savings incurred in the lift and decoupling scenario:

By moving towards managed ingestion solutions and 
NoSQL services, operational and run costs can be 
further reduced beyond lift and re-architecting, which 
transforms mainly the Analytics core services. In this 
scenario, the main update is to transition from using 
Spark pipelines as the main ETL tool towards a  more 
BigQuery-centric ELT architecture. Through Big-Query-
centric ELT, most of the heavylifting will leverage BigQuery’s 
powerful and cost efficient engine; however, in certain 
scenarios, Spark pipelines may remain, because not 
everything can be expressed using SQL and the use 
of custom libraries/APIs will still warrant the need for 
a code-based ETL. Moreover, Spark can continue to 
assume a valid role as an ingestion layer for BigQuery 
by handling potential data transformations, on demand 
quality tests, bad records, and retries at scale. While this 
transformation will be labor-intensive for developers, 

the impact of this transformation can achieve significant 
cost savings in many use cases. For example, a join-
heavy job processing 500GB can go from taking an hour 
and thirty minutes and costing $400 under Spark, to 
running the job in 2 minutes for $2.50 when redeveloped 
in SQL within BigQuery. Because this is disruptive 
to most of the existing code base, a transformation 
project will be needed to reach the full potential of this 
architecture. However, the existing usage of SparkSQL/
Hive/ Impala/Presto technologies will shorten the gap 
in transformation. Additionally, Google Cloud provides 
accelerators such as BigQuery Migration Service for 
SQL. While such undertaking is investmentheavy, its 
impact should not to be underestimated. An iterative 
approach focusing on the actions that yield the high 
long-term savings is advised.

19

https://cloud.google.com/bigquery/docs/batch-sql-translator
https://cloud.google.com/bigquery/docs/batch-sql-translator


CXOs of today should bear in mind that even while cloud native transformation 
is labor intensive, it can reduce cloud costs by up to 60% in our sample scenario 
(54% in the ESG-led cross-industries study available here) compared to the lift 
and shift scenario. Additionally, this has an ever-lasting impact on operational 
and licensing costs, allowing an organization to generate the highest ROI from 
its migration to the Google Cloud Platform across IT performance, operational 
productivity, analytics, and managed AI tools.

Partner with Google and Deloitte on
Cloud FinOps to maximize business value

While this whitepaper provides information on the 
tools and resources offered by both Deloitte and 
Google, please note that these tools and resources 
are best implemented with a careful assessment of 
your current cloud architecture, your application use 
cases, as well as the future plans and visions of your
business product. 

No matter where you are on the cloud transformation 
journey, through an interactive session with Google 
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Wendy Choi
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and Deloitte, we can bring executives across the 
organization together to work toward a shared vision 
and a plan to accelerate and realize business value in 
the cloud. If you are interested in more information, 
please contact Google and Deloitte. 
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their domain expertise and continuous support on 
this important Cloud FinOps topic.
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